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Parallel Process System and its Application
to Steam Generator Structural Analysis
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A large-scale analysis to evaluate complex material and structural behaviors is one of in-
teresting topic in diverse engineering and scientific fields. Also, the utilization of massively
parallel processors has been a recent trend of high performance computing. The objective of this
paper is to introduce a parallel process system which consists of general purpose finite element
analysis solver as well as parallelized PC cluster. The later was constructed using eight process-
ing elements and the former was developed adopting both hierarchical domain decomposi-
tion method and balancing domain decomposition method. Then, to verify the efficiency of the
established system, it was applied for structural analysis of steam generator in nuclear power
plant. Since the prototypal evaluation results agreed well to the corresponding reference solu-
tions it is believed that, after reinforcement of PC cluster by increasing number of processing
elements, the promising parallel process system can be utilized as a useful tool for advanced
structural integrity evaluation.
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1. Introduction

A lot of general-purpose finite element method
(FEM) and alternatives have been developed in
the last three decades to evaluate mechanical and
physical phenomena quantitatively. Recent pro-
gress of computational mechanics promoted the
wide utilization of them in various fields and
extended the practical environment from single
processing element (PE) to several kinds of mas-
sively parallel processors (Yagawa et al., 1994 ;
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Ha et al., 2004) . Also, in these days, the high per-
formance scientific computing is being more and
more important and indispensable trend. Because
there are increasing demand for precise simula-
tion of material and structural behaviors, a large-
scale analysis is required to evaluate larger mo-
dels with complex geometry than those usually
adopted in the past.

As a typical case, with regard to nuclear power
plant, aging issues and maintenance obsolescence
of major components have to be solved for con-
tinued safe operation beyond the original licens-
ed period (Kim et al., 2000). It will allow main-
taining economic electric generating capacity that
does not produce greenhouse gases or other pol-
lutants, and is cheaper than building new generat-
ing capacity as well. In order to achieve these
advantages, structural integrity evaluation is pre-
requisite to ensure that the effects of aging can be
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adequately managed (Chang et al., 2001). Be-
sides, the major components have been conserva-
tively designed based on the results of repetitive
two dimensional and partial three dimensional
finite element analyses. So, if exactness and cost
effectiveness are guaranteed, it is desirable to per-
form three dimensional large-scale analyses using
full model considering realistic operating condi-
tions.

The objective of this paper is to introduce a
promising parallel process system which consists
of general purpose finite element analysis solver
as well as parallelized PC cluster. The later is con-
structed using eight PEs under Linux environ-
ment by incorporating a communication library.
The former is developed adopting two types of
representative algorithms : the one is hierarchical
domain decomposition method (HDDM) and the
other is balancing domain decomposition method
(BDDM). To verify the efficiency of the parallel
process system, it is applied for structural analysis
of steam generator in nuclear power plant. Then,
the analysis results are compared to the corre-
sponding reference solutions. The details describ-
ed in the remaining sections are as follows. In
Section 2, configuration and characteristics of
parallel process system are presented. In Section
3, backgrounds and algorithms of finite element
analysis solver are reviewed. In Section 4, numer-
ical experiments using the parallel process system
and those results are illustrated and compared.
Finally, in Section 5, concluding remarks are
summarized.

2. Configuration of Parallel
Process System

2.1 High performance PC cluster

The construction of parallel process system
begins with selecting a suitable communication
library which is responsible for control a distri-
buted memory environment. The general function
of it is to restrict the indiscriminate access by
users while facilitate the maintenance and amend-
ment of the code by administrative manager.
Also, the library has technical functions such as
initialization of parallel processor, sending and
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receiving messages among processors and identi-
fication of program type etc. In this research, the
well known LAM/MPI (Massage Passing Inter-
face) was adopted as the optimum communica-
tion library (William et al.,, 1999). It was con-
trived to operate even on heterogeneous clusters
and, with TCP/IP, LAM imposes virtually no
communication overhead.

As a second stage, a Beowulf style PC cluster
was built for large-scale analysis which can be
defined as a cluster of commodity PEs. It works
together through high speed network and allows
the system to be viewed as a unified parallel com-
puter system. Initially, two kinds of PC cluster
were considered : the one is diskless cluster and
the other is disk-based cluster. In case of diskless
cluster, a hard disk (HDD) and operating system
(OS) are installed only in a head PE. It is good
for managing data and expansion of cluster al-
though the assigned network loads are relatively
high. In case of disk-based cluster, the HDD and
OS are installed in each computer, and only small
amounts of directories are shared. In this re-
search, the disk-based cluster was selected since it
has a benefit to reduce the network loads. Fig. |
(a) shows a schematic diagram for configuration
of PC cluster in which the relationship among
head PE, hub and computing PEs are illustrat-
ed. Fig. 1(b) and Table 1 represent, respectively,
the real arrangement and characteristics for PC
cluster composed of eight PEs with equal spec-
ifications.

2.2 Features of ADVENTURE program

The ADVENTURE program consists of pre-,
main- and post-processing parts that can be
mounted on various kinds of parallel and distri-
buted environments (Yoshimura et al., 2002). It
employs massively parallel algorithms in order to
handle a huge-scale efficiently. The program with
standardized 1/O format and libraries adopts
module-based architecture to attain flexibility,
portability, extensibility and maintainability of it.
Each portion of the program requiring different
knowledge, algorithm and programming style is
packed into an independent module. Fig. 2 shows
the schematics of the nineteen ADVENTURE
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Table 1 Characteristics of PC cluster
Hardware Software
CPU Pentium IV 2.8 0S Redhat Linux 9.0
Memory 512 MByte X2 (PC3200) Parallel library LAM/MPI
HDD 120 GByte (7,200 rpm) Services NFS, rsh, ssh
Network 100 Mbps NIC — —
Hub 100 Mbps 8-port switch hub — —
= ADV_CAD (Palygon) Commercial CAD .
I'— Utilties
- B : ADV_iAgent
Internet | - 4 ADV TetMesh ADV_TriPatch ADV_Material
3 + ; Computing PE 1 2 ° ; ADV_Femaptooll
w
13
. —_— — >'@ r--ADV_BCtool =============== 1
i m Network Computing PE 2 ggl : ‘ :
. .
o PE swrtg:'?mh — E;E : ADV_Metis ADV_IO
mputin = 1
Ao ey w“_,‘_,fﬂﬂ a ; ADV_Solid i ADV_Forge I ADV_Impact/ |
e < : ADV_Thermal  ADV_Fluld /| ADV_Magnetic 1
—— I_: L Biwe : Paraflel modules
Computing PE 7 :_ ADV—WSHE} : Ttalic : Core modules Ver.1
| ) Roman : Supplementary modules Ver. fi
Firewall

(a) Schematic diagram

(b) Real arrangement

Fig. 1 Configuration of PC cluster

modules and their execution process.

The pre-processing modules include the sur-
face patch generator which converts geometry
model data into a collection of triangular surface
patch data named as ADVENTURE_TriPatch, a
tetrahedral mesh generator (Yagawa et al., 1995 ;
Yoshimura et al., 1999) (ADVENTURE_ TetMesh),
an attachment tool of boundary conditions and
material properties onto the mesh (ADVEN-
TURE_BCtool) and a domain decomposer of
a finite element model (ADVENTURE_ Metis) .
The main processing modules, i.e., solvers include
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Fig. 2 Schematics of ADVENTURE modules

an implicit elastic-plastic analysis module named
as ADVENTURE_Solid (Miyamura et al., 2002)
which enables large-deformation and implicit
dynamic analyses. A thermal conductive analysis
module (ADVENTURE_Thermal), a thermal-
fluid analysis module (ADVENTURE_Fluid), a
magnetic analysis module (ADVENTURE_Ma-
gnetic), an explicit impact analysis module (AD-
VENTURE_Impact) and a rigid plastic analysis
module (ADVENTURE_Forge) are also incor-
porated. The post processing module named as
ADVENTURE_Visual is for parallel visualiza-
tion of analysis results (Shoui et al., 2000). The
common functions related to finite elements were
coded as class libraries and named as libFEM.

3. Algorithm of Finite Element
Analysis Solver

3.1 Overview of ADVENTURE_Solid
(DDM),
an analysis model, i.e., a finite element mesh in-

In domain decomposition method

clusive of boundary conditions and material pro-
perties is subdivided into a number of subdom-
ains. One of the key technologies of the ADVEN-
TURE_Solid is a HDDM which enables par-

Ltd.



2010

allel finite element calculations on various kinds
of computing environments. Basically, in the
HDDM, force equivalence and continuity condi-
tions among subdomains are satisfied through
iterative calculations such as the conjugate gra-
dient (CG) method. Therefore, it is indispensa-
ble to reduce the number of iterations by adopt-
ing some appropriate preconditioning techni-
que especially for solving large-scale ill-condi-
tioned problems. The Neumann-Neumann algo-
rithm (N-N) (DeRoeck et al., 1991) is known as
efficient domain decomposition preconditioner
for structured subdomains. However, its conver-
gence deteriorates with the increasing number of
subdomains due to lack of a coarse space problem
which takes care of global propagation of error.
The BDDM based N-N algorithm proposed by
Mandel (1993) shows that the equilibrium condi-
tions for singular problems on subdomains result
in simple and natural construction of a coarse
space problem. It has been applied to solve vari-
ous phenomena (Le Tallec et al., 1996) and there
have been also several researches on paralleli-
zation of the BDDM while those were for medium
scale ones up to one million degrees of freedoms
(DOFs). In addition, it is necessary to consider
the capacity of parallelized process system to get
solution for large-scale problems as well. The fea-
tures of HDDM and BDDM are recalled in the
following subsections since those are adopted for
numerical experiments in this paper.

3.2 Hierarchical domain decomposition
method

The HDDM employs a hierarchical technique
to implement the DDM on various parallel pro-
cessors, in which a group of PEs is subdivided
into the following two subgroups : one parent PE
and many children PEs. At the same time, the
analysis model is subdivided into a number of
subdomains of which number can be much larger
than that of the children PEs. The main role of
parent PE is to manage all children PEs as well
as to store mesh data of subdomains and iterate
loops of the CG method. Each child PE performs
finite element calculations of the subdomains re-
ceived from parent PE and sends analyzed data
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back to the parent PE. According to the design
concept of HDDM, most computation is assigned
to the children PEs while most communication
occurs between parent and children PEs. As a
means to reduce the data communication, it is
useful to assign all balance becomes static. This
analysis mode is called as parallel processor mode
(p-mode) while the original analysis mode is
named hierarchical processor mode (h-mode).
In the substructural iterative methods, the in-
terface DOFs are statically condensed by using a
direct solver such as the skyline method. On the
other hand, the interface DOFs are solved by
using the CG method. At first, the stiffness matrix
for each subdomain is partitioned as follows :

(Kb Kb
K _{Kgf K} (1)

where, £ denotes the subdomain number, [ is
the internal DOFs, B is the interface DOFs. Equi-
librium equations for the internal DOFs and in-
terface DOFs are written as Eqgs. (2) and (3),
respectively.

Kb uf+ K ub=pt (2)
NDOM NDOM NDOM
kgl Kzfl uf-i— kgl KéeB ufé’: kgl 175 (3>

where # denotes the nodal displacement vector,
p is the equivalent nodal external force vector
and NDOM is the number of subdomains. Eq.
(2) can be solved independently in each subdo-
main for %f as Eq. (4). Then, eliminated by sub-
stituting into Eq. (3) and becomes as Eq. (5).

ui=(Ki;) = (pf — Kis us) (4)

NDOM

kZl {KI;CB _Kgl ([{II; ) _IKIkB }uz’é‘
NDOM <5>
= 2 {th— K (Kfy) 7't}

Eq. (5) is a system of linear algebraic equations
whose unknown vector is %% and can be solved
by CG method because the coefficient matrix of it
is usually symmetric. The iteration is continued
until the following residual vector, g, becomes
sufficiently small.
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NDOM
£= kgl {K#s — K# (K ) 7 Kfs Yus
NDOM (6)

=S b~ Kl (K)9f)

For improvement of the convergence, due to
expensive computational cost to get the coefficient
matrix, the diagonal components of K in Eq.
(1) are used for the preconditioning by the di-
agonal scaling method.

3.3 Balancing domain decomposition method

The BDD algorithm is based on the DDM com-
bined with a preconditioned iterative method. If
the interior DOFs of local subdomain matrices
are eliminated, the problem becomes interface
problem and is to be solved by a preconditioned
iterative method. There are various DDMs which
contain a process of solving a reduced matrix
using iterative methods. In general, at each step,
those require to solve the independent auxiliary
problem on the local subdomains represented as
Mz=r. Here, M is a symmetric positive definite
matrix called as preconditioner, z is precondi-
tioned residual vector and 7 is a residual vector.
The BDD preconditioned operator is given by
(Mandel, 1993):

M*15=P+<1—P>(:21Ti)<1—P>T (7)

where, S is Schur complement matrix, 75 is the
local subdomain correction and /- P is the coarse
grid correction. If the residual vector has no com-
ponents of the coarse space, Eq. (7) can be sim-
plified as:

M-S=(1-P)(2T) ®)

The original BDDM employs the N-N type
algorithm as local subdomain correction with a
two- level weighted sum of the inverses of S; ma-
trices (Mandel, 1993). To calculate the inverse of
them, the Moore-Penrose pseudo-inverse or some
regularization can be utilized since S; matrices
are typically singular. However, it takes high
computational cost and the regularization is less
accurate. So, the diagonal scaling preconditioner
was chosen for Si as local subdomain correction.
Also, for parallelizing, the BDD algorithm was
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decomposed into the following two phases. At
first, the coarse grid operator S, is applied in
subdomain-based blocks and then, its process is
completely parallelized subdomain-wise. Second-
ly, the coarse grid correction is applied to solve
a linear system equation whose coefficient ma-
trix is derived from the coarse grid operator. In
the original BDD preconditioner of Eq. (8), the
coarse grid correction is implemented after local
subdomain correction. However, in the current
BDD preconditioner of Eq. (7), the coarse grid
correction is applied to the CG residual vector
before local subdomain correction.

4. Numerical Experiments

4.1 Characteristics of steam generator

The steam generator is one of major component
in pressurized water reactor (PWR). It is a rep-
resentative heat exchanger that transfers heat from
the primary reactor coolant system to the secon-
dary-side feedwater in order to produce steam. In
this research, a typical steam generator was cho-
sen for numerical experiments. The overall height
of it from bottom (primary inlet or outlet nozzle)
to top (steam outlet nozzles) is about 20.8 m.
The diameter of upper shell is about 5.1 m and
that of lower shell is about 3.8 m. The thicknesses
of shell are varies from 115 mm to 165 mm. For
numerical experiments, the PWR steam genera-
tor was simplified by omitting internal subcom-
ponents and modelled using INVENTOR (2000)
and I-DEAS (2000) . The shell of steam generator
is made of SAS508 CIl.3 carbon steel of which
Young’s modulus and Poisson’s ratio are 210
GPa and 0.3, respectively.

4.2 Finite element analyses using
ADVENTURE_Solid

Linear elastic stress analyses adopting both
HDDM and BDDM algorithms were carried out
for PWR steam generator. Two types of models
were generated and analyzed using ADVEN-
TURE_Solid mounted on PC cluster : the one is
6.6 million DOF model to get precise results and
the other is 1 million DOF model to compare
parallel performances. Fig. 3 illustrates the model
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with 6.6 million DOF mesh in accordance with
different view points. It consists of 1,349,839 sec-
ond-order tetrahedral elements and 2,206,664
nodes in which the each base mesh size was 63
mm and minimum mesh size was 5.77 mm. The
model with 1 million DOF mesh consists of
1,349,839 first-order tetrahedral elements and
322,192 nodes. All of the models were generated
by ADVENTURE_TriPatch and ADVENTURE_
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Fig. 3 Finite element mesh of steam generator for
ADVENTURE_Solid analysis
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TetMesh.

Fig. 4 illustrates the model with 6.6 million
DOF mesh decomposed by ADVENTURE_Metis
as six and eight domains. To determine the num-
ber of elements in a domain (%), in this research,
following simple equation was used.

n =Nelement/Ndomain (9)

where, Neemen: 1s the total number of elements
and Nyomain is the number of domain.

Fig. 5 depicts the corresponding von Mises
stress distributions on the surface of steam gener-

(b) Eight domains

Fig. 4 Domain decomposition of steam generator

(a) Six domains
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-
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(b) Side view of lower shell and
associated nozzles

Fig. 5 Von Mises stress distributions on the surface of steam generator subjected to internal pressure
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Table 2 Comparison of evaluation results between HDDM and BDDM

Parameter HDDM (8 PEs) BDDM (8 PEs)
Time 1447.73 sec 229.32 sec
Iteration 8750 49
Time/Iteration 0.165 sec 4.68 sec
Used memory per PE 143.76 MByte 268.03 MByte

ator under uniform internal pressure of 3 MPa.
From the parallel performance point of view, in
case of HDDM analysis, it took 1447.73 sec-
onds (eight PEs condition, 1 million DOF mo-
del) through 8,750 CG iterations to attain a
solution with a residual of 107® while, in case of
BDDM analysis, 229.32 seconds (eight PEs con-
dition, 1 million DOF model) was needed. Table
2 indicates the comparison results in accordance
with the two analysis algorithms.

4.3 Comparison with reference solutions

The steam generator structural analysis results
using ADVENTURE_Solid were compared to
the corresponding reference solutions to verify
the applicability of parallelized finite element an-
alyses. At first, with regard to geometrically stabi-
lized shell region, the simple equation of cylinder

(b) Top view

(a) Front view

Fig. 6 Finite element mesh of steam generator for
ANSYS analysis

was used and obtained consistent results. Second-
ly, the comparable analysis was performed by
using ANSYS (2004). Fig. 6 shows a finite ele-
ment mesh of the steam generator which cor-
responds to that depicted in Fig. 3. It was com-
posed of 58,479 eight node hexahedral elements
(SOLID45 in ANSYS) and 77,590 nodes. Fig. 7
(a) illustrates the critical locations for com-
parison and Fig. 7(b) shows comparison of von
Mises stress distributions obtained by ADVEN-
TURE_Solid and ANSYS analyses. As shown in
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Position of nodes getting stress value

20 1 2
3

1 —]
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(a) Critical locations for comparison

140
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5 ANSYS A
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- il ', ,LocationA /
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- 4 E.}:i.ﬁﬁﬁa'&n:;\ﬁé;iﬂg'g-'&aﬁﬂ.a
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20 “Location B
0 :
0 5 10 15 0

Number of position
(b) Von Mises stress distribution at critical locations

Fig. 7 Comparison of typical stress analysis results
from ADVENTURE_Solid and ANSYS
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the figure, the two types of analyses results were
almost same.

4.4 Quantification of parallel performance
Any given piece of parallelized work will con-
tain parts of the work that must be done seri-
ally by a single processor. Let T () be the time

3000
. -+ HDDM
2300, © -=- BDDM
2000 |
g
o
£ 1500
=
1000 1
s500
" - e
0 ; ;
2 3 4 5 6 7 8 o
Number of PEs
(a) Analysis time
9
s -
? -
6 s
gs
=
3
"y 4
3
2 -
-+ HDDM
1 -u- BDDM
0 ;
2 3 4 5 6 7 8 9
Number of PEs
(b) Speedup
800
700 u ~+—HDDM
b - BDDM
600 S

500 |

300

Used memory per PE, MByte
n
=
-

200

Number of PEs

(c) Used memory per PE
Fi

g. 8 Comparison of parallel performance
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required completing the task on N PEs, then,
Amdahl’s law (Joseph, 2004) can be expressed in
terms of speedup as follows :

S(N)i Ts+Tp

T+ To,/N (10)

where, S(N) represents the speedup, Ts is a
serial portion and 7} is a parallelizable portion.
Since the actual value of S(NN) is less than or
equal to quantity of PEs, using Eq. (10), the
parallel performance in accordance with increas-
ing number of PEs can be predicted.

Fig. 8(a) shows comparison of consumed time
according to number of PEs. When using three
PEs, the analysis time adopting HDDM was
about fourteen times longer than that of BDDM
while six times longer for eight PEs. Fig. 8(b)
represents comparison of speedup according to
number of PEs. In cases of analyses adopting
HDDWM, the parallel efficiencies were almost 91%.
However, in cases of analyses adopting BDDM,
the values of speedup were less than those of
HDDM and the differences were increased as
the increase of PE numbers. Fig. 8(c) depicts
comparison of used memory according to num-
ber of PEs. On the whole, the used memories by
BDDM were about two times larger than those of
HDDM.

5. Conclusions

This research was performed to construct a
parallel process system for large-scale analysis
of complex structure. Thereby, the following key
findings have been derived.

(1) A promising parallel process system was
developed. At this time, it consists of general
purpose ADVENTURE solver operating under
Linux environment as well as parallelized PC
cluster composed of eight processing elements.

(2) Prototypal three dimensional full structural
analyses of steam generator under internal pres-
sure were carried out using the parallel process
system. The evaluation results adopting 6.6 mil-
lion DOF model agreed well to the corresponding
reference solutions.

(3) Parallel performances were examined using
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1 million DOF model. Thereby, it was proven
that the efficiency of HDDM was higher than that
of BDDM. Especially, the average speedup of
HDDM was 91% while that of BDDM was 63%.
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